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ABSTRACT

Multi-exposure image fusion (MEF) technique is the most
widely used method to obtain high dynamic range (HDR)
images. Inspired by the recent successful application of
Transformer in image processing, a hybrid dense connection
network based on CNN and Transformer is proposed for
MEF in this paper. Considering the importance of texture
details to the multi-exposure image fusion task, shallow
features containing rich texture details is also added to each
dense layer, which are extracted by the pre-trained RepVGG.
In addition, the dynamic weight calculation module is
improved, so that different source images can obtain finer
weight in the calculation of the loss function. Experiments are
conducted on the dataset provided by MEFB, and both
qualitative and quantitative comparisons show that the
proposed method can achieve better results compared with
the state-of-the-art algorithms.

Index Terms— Multi-exposure image fusion,
Transformer, unsupervised learning, hybrid dense connection.

1. INTRODUCTION

The multi-exposure fusion (MEF) technique can extract
useful information from a set of low dynamic range (LDR)
images with different exposures and fuse them into a high
dynamic range (HDR) image, which provides a cost-effective
method for obtaining HDR images, and has become the most
widely used HDR image acquisition solution.

In the earliest studies, some conventional algorithms
have been proposed, which can be divided into two categories,
spatial domain-based and transform-domain based algo-
rithms. Recently, with the development of modern techniques
for deep learning, the convolutional neural network based
MEF has attracted more attention. Xu et al. [1] proposed a
FusionDN algorithm, which is a densely connected network
that unifies various fusion tasks by applying elastic weights.
The same group proposed U2Fusion [2] by improving the in-
formation preservation degree allocation strategy and loss
function. The improvement of U2Fusion is that the degree of
information preservation is determined by the information
measurement of the extracted features by the pre-trained net-
work instead of the amount and quality of the information in
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source images. However, these traditional CNN-based meth-
ods have a small receptive field with weak ability to extract
global information, which easily leads to too smooth and dark
changes in the brightness of the fused image and does not
match the real scenario. To solve the above problem, the
Transformer network with powerful global information ex-
traction capability has been introduced into the MEF task. For
example, Qu et al [3] proposed TransMEF, which combines
VIT and CNN into an encoder to encode a single input, fuses
multiple encoder outputs by a mean fusion strategy, and fi-
nally decodes the fused image by a decoder. However, due to
the characteristics of VIT, TransMEF can only fuse small
square images with integer multiples of 16 in length and
width, which greatly limits its application. Furthermore, the
computational complexity of the general Transformer in-
creases quadratically with the increase of spatial resolution,
so it cannot be well applied to the MEF task with high-reso-
lution images.

In this paper, a new hybrid densely connected network is
proposed to address the problems in the traditional CNN-
based and the recently proposed Transformer-based MEF al-
gorithms. Restormer, proposed by Zamir et al. [4] reduces the
computational complexity by optimizing the multiheaded at-
tention block (MSA) and the feedforward networks (FFN),
making it possible to process high-resolution images. There-
fore, it is introduced into the MEF task in this paper. First, the
Restormer is cascaded with the CNN, and then additionally
connected shallow features containing rich texture details
output by the pre-trained RepVGG [5]. This new densely con-
nected layer with different size perceptual fields ensures that
local information is obtained without losing global infor-
mation, making the global brightness variation of the fusion
result more reasonable, while the connection of additional
shallow features allows for clearer edge details. Finally, fine-
grained loss functions and dynamic weight assignment mod-
ule are designed for unsupervised learning.

2. METHODOLOGY

As shown in Fig.1, a hybrid densely connected network is
designed for MEF task. It consists of three main components,
the first one is a densely connected backbone network
responsible for source image sequence feature extraction; the
second one is a dynamic weight assignment module, whose
role is to determine the weight of each source image in the
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calculation of the loss function; and finally, an image
reconstruction module responsible for the inductive
reconstruction of the extracted features. This section
describes in detail the composition of the network structure
parameters and loss function designed in this paper.
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Fig.1. The framework of the proposed method.
2.1. Network design

Since the advent of DenseNet [6], it has been widely used by
virtue of fewer parameters, better performance, and feature
reuse by splicing. As a result, the architecture of this network
is used as the main model in this paper and densely connected
network is constructed for MEF tasks.

Each densely connected layer of DenseNet in this paper
consists of two convolutional blocks and one Transformer
block. The convolutional block consists of a convolutional
layer, a batch normalization layer, and a LeakyReLu activa-
tion function. The size of kernel function in the convolutional
layer is set to 3x3, and the step size is 1. The parameters of
the two convolutional blocks in each densely connected layer
are the same. The Transformer block consists of a convolu-
tional layer together with the Restormer. In order to solve the
problem of huge computation amount of Transformer, a 1x1
convolutional layer is designed in front of Restormer to make
the channel of the feature map reduce to an acceptable size.
In addition, since 5 modules containing Restormer have been
cascaded with good global information extraction ability in
both shallow features and deep features, the number of Trans-
former blocks per scale within a single Restormer is reduced
to 2/3 of the original number, and the number of self-attended
heads is reduced to 1/2 of the original number.

Since the pooling layers will lose most of the detailed
information of the feature map, which is intolerable for MEF,
the two densely connected layers are connected directly in-
stead of using a transition layer containing the maximum
pooling layer between every two densely connected layers. In
addition, the Restormer used in this paper is much more ca-
pable of integrating information than shallow convolution,
shallow texture features from the source image is stitched at
the input of each densely connected layer, so that the local
features such as texture details can be retained from being di-
luted, where the shallow texture features are extracted by the

first "VGG block" of RepVGG-B2. Although the underex-
posed image contains more texture details, 1/4 of the stitched
shallow texture features are from the overexposed image in
order to avoid the low brightness of the fused image after add-
ing the shallow texture features.

The image reconstruction module consists of five convo-
lutional blocks with the same parameters except for the num-
ber of input and output channels. The size of the kernel func-
tion of the convolutional layer is set to 3x3 with a step size of
1. The activation function of the last convolutional block is
replaced by the tanh activation function by the LeakyReLu.

For the unsupervised algorithm of the MEF task, the loss
function is the sum of several different types of difference
values between the fused image and the source image se-
quence, and the weights of each source image are the same.
However, it is obvious that the levels of interest are different
for different source graphics. Inspired by U2Fusion [2], the
weight assignment strategy has been modified based on the
measure of information retention, making it more suitable for
multi-exposure fusion tasks specifically.

2.2. Loss function

The multi-exposure image fusion problem has been
generalized as maintaining the structural similarity, gradient,
and intensity between the source image and the fused image.
Based on this, a loss function including these three terms have
been designed in this paper.

The structural similarity (SSIM) metric reflects the dis-
tortion degree between the fused image and the source image
in three aspects: luminance, contrast, and structure. Consid-
ering that in the MEF task, the luminance of the fused image
is between multiple source images, the calculation of lumi-
nance will make the SSIM value large, which is not condu-
cive for model convergence, and the larger luminance com-
ponent makes the model pay less attention to the other two
components. As a result, the luminance component has been
removed from the SSIM. The other two items are the differ-
ential gradient and intensity between the fused image and the
source image. The weights of the three components are set to
10, 25, and 25, respectively.

3. EXPERIMENTS
3.1. Training and Testing

Our network is trained on the SICE dataset, using the Y
channel only with the image size cropped to 256 x 256, and

the batch size is set to 8. The initial learning rate is set to
0.0001, and the learning rate is adjusted using a cosine
annealing strategy.

The proposed network in tested on the MEFB benchmark
test set provided by Zhang [7]. Due to the down-sampling
step of Restormer, the input image size must be able to be
divisible by 8, and as a result, reflection padding is performed
on the upper and right edges of the source image sequence.
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Finally, the fused image is post-processed by cropping off the
new row and column pixels (whose values are 1-7) at the
edges to meet the input size requirement, which is easy to im-
plement. The fill operation is very common in convolutional
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Fig.2. The fusion results of our algorithm and the comparison algorithm on the buildingRoad image pair. source-A is the underexposed image and source-B
is the overexposed image. (1)-(3) are conventional algorithms and (4)-(10) are deep learning based algorithms. The red dashed box on the right side is a

zoomed-in view of the red rectangular area on the left side.
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Fig.3. The fusion results of our algorithm and the comparison algorithm on the tower image pair.

3.2. Qualitative performance comparison

Fig.2 lists the fusion results of the proposed algorithm with
some state-of-the-art algorithms on an outdoor buildingRoad
image pair. The fusion results of the three conventional
algorithms and deep learning-based MEFNet [8] perform
poorly, and their adjacent local regions have too abrupt
luminance changes and poor overall visual performance. The
overall view of DeepFuse seems to be good, but the enlarged
local view of arrows at the red rectangle can be seen to be
with blurred details, which is the same situation as MEF-
GAN [9] (even though its fusion results have the most vivid
tones). IFCNN [10] has clear details in the arrows, but its

(5)IFCNN
“\ .“F‘\“ -: F%.

(9)U2Fusion (10)proposed

(8)PMGI

color distortion is severe and some local areas are blurred
(such as the sky). The overall visual performance of PMGI
[11] and U2Fusion [2] performs well, but the images fused
by the proposed method are clearer in the details. As can be
seen in Fig.3, even though PMGI and U2Fusion perform well
on buildingRoad image pair in Fig.2, they perform poorly on
the other image in Fig.3, whose overall scene brightness is
too dark with a poor visual perception. In conclusion, in terms
of the results of the two qualitative experiments, the proposed
model is more robust with higher generalization.

3.3. Quantitative performance comparison
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Table.1 lists the performance of our algorithm and other
comparative algorithms on 6 metrics, where the optimal
values are marked in bold and the suboptimal values are
marked with underlines. It is obviously seen that, the
proposed algorithm can achieve best performance on the first

five metrics, with only the last metric Qncie to be the
suboptimal value, where the gap between the suboptimal
value and the optimal value is much smaller than the
difference between the optimal value and the optimal value
gaps of other algorithms.

Table.1. Quantitative evaluation of each algorithm on the buildingRoad image pair.

Method MEF-SSIM PSNR Qev + NMI QAPF Qncie
GFF 0.93543 57.283 781.03 0.17399 0.46125 0.80324
Conventional MEFopt 0.85161 57.323 709.77 0.22442 0.45899 0.80375
DSIFR-EF 0.89208 57.141 580.96 0.23390 043708 0.80396
DeepFuse 0.87018 57.795 288.78 0.45943 0.17740 0.80676
IFCNN 0.93520 57.840 146.44 0.47868 0.45735 0.80703
MEF-GAN 0.67372 57.610 489.15 0.36810 0.20954 0.80549
MEFNet 0.90312 57.284 558.48 021545 0.47471 0.80374
bD:SZ% Learning- py 11 0.93499 57.621 520.63 0.54321 0.44918 0.80881
U2Fusion 0.91736 57.722 351.41 0.49611 0.41974 0.80776
proposed 0.93624 57.850 128.15 0.55363 0.48168 0.80853

4. CONCLUSION

To solve various problems in the current CNN-based and
Transformer-based MEF algorithms, a new hybrid densely
connected network has been proposed in this paper. The
network is able to simultaneously acquire and fuse local
feature information with global information and employs
dense connectivity to improve the reuse of the extracted
features while improving the information retention measure
to make the dynamic weight assignment strategy applicable
to a separate MEF task. Both qualitative and quantitative
experiments on the MEFB dataset show that our approach
outperforms the current state-of-the-art MEF algorithms.
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