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Abstract— This article presents a new approach, called pro-
gressive band subset fusion (PBSF) for hyperspectral anom-
aly detection. Unlike band selection (BS) which selects bands
according to band prioritization or band search strategies,
PBSF fuses band subsets progressively during data collection
processing. It is completely opposite to BS that must be done after
data are acquired and then select bands by removing spectral
redundancy as post-data processing. To accomplish PBSF, two
versions of PBSF are derived: PBSF of the multiple-band subset
(PBSF-MBS) and PBSF of uniform BS (PBSF-UBS). In particu-
lar, the fusion process takes place in an anomaly detector from a
real-time processing perspective. Three approaches are developed
to realize PBSF of two-band subsets simultaneously: PBSF-band
sequential (PBSF-BSQ), PBSF-RT, and PBSF-zigzag. Extensive
experiments demonstrate that PBSF has advantages over BS in
many ways.

Index Terms— Anomaly detection (AD), band fusion (BF),
progressive band subset fusion (PBSF).

NOMENCLATURE

AD Anomaly detection.
BF Band fusion.
BP Band prioritization.
BS Band selection.
BSQ Band sequential.
BSS Band subset selection.
CEM-AD CEM anomaly detector.
HFC Harsanyi–Farrand–Chang.
MBS Multiple-band subset.
PBSF Progressive band subset fusion.
PBSF-BSQ PBSF performed by band sequential.
PBSF-MBS Progressive fusion of multiple-band subsets.
PBSF-RT PBSF performed by real time.
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PBSF-UBS Progressive fusion of uniformly selected
bands.

R-AD Correlation matrix-based anomaly detector.
ROC Receiver operating characteristic.
RT Real time.
SBF Sequential band fusion.
SBFS Sequential backward floating algorithm.
SBSF Sequential band subset fusion.
SFFS Sequential forward floating algorithm.
TD Target detectability.
TDBS Target detection and BKG suppression.
UBS Uniform band selection.
VD Virtual dimensionality.

I. INTRODUCTION

BF has been around for some time but has not received as
much attention as BS does. It is quite different from BS in

three crucial aspects. One is their functionalities. More specif-
ically, BF intends to integrate spectral information as opposed
to BS that tries to remove redundant spectral information.
Another is their applications where BF is used for data fusion
compared to BS that is spectral dimensionality reduction (DR).
A third one is their processed information where BF processes
data in RT progressively by fusing bands to integrate spectral
information, while BS selects a set of appropriate bands to
represent the data, so as to achieve band efficiency after all
bands are acquired. A fourth one is their implementation where
BF starts with a few initial bands and then fuses more bands
until it reaches a satisfactory performance compared to BS that
selects a predetermined number of appropriate bands from the
entire full bands. Nevertheless, in spite of these differences,
both BF and BS share similar design rationales in terms of
how bands are fused corresponding to how bands are selected
as follows.

In general, there are two ways to design and develop BS
algorithms [1], [2]. One is sequential BS (SBS) that imple-
ments the SFFS or SBFS developed in [3] to find desired bands
one band at a time in a forward or backward manner according
to a certain BS criterion. Another is BSS that selects multiple
bands simultaneously, such as band clustering/combinations
and band subset finding. In BF, a recent work in [4], called
SBF, was developed in a similar fashion that a sequential
floating forward or backward algorithm can be designed to
fuse desired bands one band at a time in a forward and
backward manner in parallel to SFFS and SBFS used by SBS.
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However, it is interesting to note that there is no counterpart
of BSS found for BF reported in the literature. This article fills
in this gap by developing PBSF in correspondence to BSS.

In SBS, one general approach is to select bands ranked
by a BP criterion sequentially one band at a time based
on their calculated priority scores [5]. Such SBS is referred
to as BP-SBS where all bands must be prioritized. Another
is to implement a BS search strategy, in which case BS
can be implemented by either SFFS or SBFS to select a
predetermined number of bands [6]–[9]. This type of SBS is
referred to as BS-SBS. The difference between these two is
that BS-SBS does not necessarily run through all bands, but,
instead, it needs to know the number of bands to be selected,
nBS beforehand.

Following similar ideas to BP and SFFS/SBFS, Song et al.
[4] developed four versions of SBF with BP-SBF and BS-SBF
as counterparts of BP-SBS and BS-SBS. It particularly took
advantage of the BSQ acquisition format by a hyperspec-
tral imaging sensor [10], [11] to perform BF sequentially.
As a result of such SBF, it offers sequential changes in
spectral profiles across the wavelength range so that the
performance of each band can be evaluated band-by-band for
data analysis in RT. Then, appropriate bands can be selected
and terminated according to their corresponding sequential
band profiles, while the bands are acquired at the same time
simultaneously.

Unfortunately, SBS suffers from the band correlation issue
in the sense that, if a band is selected, then its adjacent bands
will be very likely to be selected as well. To resolve this issue,
BSS [12]–[15] is developed to consider selected bands as a
band subset or band combinations [16]–[18] as a whole band
package so that band correlation among selected bands can be
taken care of by BSS. Since SBF uses a similar idea to SBS
by sequentially selecting one band at a time to be added to the
previously selected band set to fuse one band at a time with an
already fused band subset, an interesting question arises: “can
we also extend SBF in a similar manner that SBS to BSS by
fusing band subsets rather than a single band fused with a band
subset?” To answer this question, we need to look into how
BSS resolves the issue of band correlation. It exhausts all the
possible band subsets or combinations for a given nBS, a task
that is practically impossible. As a result, all the BSS methods
are indeed suboptimal and produce approximate solutions.
To translate this issue to BF, we need to deal with band
correlation between two-band subsets, particularly the fusion
of one band subset with another already fused band subset.
Apparently, direct use of the same treatment that extends SBF
to SBSF is not applicable to MBS fusion since SBSF requires
knowing how many band subsets needed to be fused and also
their sequential orders, i.e., the priorities of band subsets to be
fused. This issue goes back to exactly the same issue that BSS
faces where all possible MBSs to be fused must be exhausted
and ranked for their prioritized orders.

This article reinvents the wheel by deviating from the idea
of BSS. It introduces a new concept of PBSF that fuses
two-band subsets at a time progressively, so as to achieve
MBS fusion. In addition, it also takes advantage of UBS to
develop PBSF-UBS that can fuse UBS to run through different

bands for its initialization. The central idea of PBSF-MBS is to
fuse MBSs. Thus, it does not need to determine the number
of bands to be fused as BS does but rather the number of
band subsets and their progressive orders to be fused. This
is a key difference between PBSF and BS. On the contrary,
to implement PBSF-UBS, it does require the number of bands
needed to be selected uniformly. Nevertheless, neither BP nor
BS is involved in PBSF-MBS or PBSF-UBS. This is a key
difference between PBSF and BS. Accordingly, applications
in SBF/SBSF are quite different from that in PBSF.

There are three salient differences between SBF/SBSF and
PBSF. One is that SBF/SBSF requires BP or BS to select
bands to be fused, whereas PBSF does not. A second one
is that SBF/SBSF is mainly used in post-band processing as
opposed to PBSF, which can be used for hyperspectral data
communication and transmission, an area that has yet to be
investigated in the future in hyperspectral data exploitation,
specifically, hyperspectral satellite communication. For exam-
ple, transmitting enormous hyperspectral data from a remote
site, such as space-borne satellites or airborne aircraft or
drones down to receiving stations on the Earth, presents a great
challenge due to limited bandwidth. PBSF provides a feasible
solution by communicating data in RT progressively instead of
transmitting all data simultaneously. In addition, by means of
MBS fusion, PBSF allows receiving stations to download data
with predetermined specific band subsets and fuse their results
with other band subsets currently being acquired. This cannot
be done by BS or SBF/SBSF. Finally, the most and significant
difference is that SBF/SBSF fuses a single band with a band
subset, whereas PBSF fused two different band subsets, which
yields results identical to that obtained by directly combining
band subsets. This indicates that there is no need of waiting
for all bands to be completely acquired.

There is also one key idea of PBSF that cannot be found
in BS. That is, its fusion process takes place in its processor’s
architecture, not data. This is why PBSF can be implemented
in RT progressively. It also distinguishes itself from data fusion
that fuses data acquired by different sensors at the same time.
Therefore, PBSF is heavily determined by a processor used
for a particular application. In this article, AD is selected for
our application. In this case, PSBF is operated on a selected
AD, which is the well-known covariance matrix-based AD
developed by Reed and Xiaoli [19], referred to as RX-AD,
and also on a correlation matrix-based ADs developed in [20],
referred to as R-AD with mathematical derivations and proofs
provided in [21] and [22]. Most importantly, by virtue of
PBSF, data collection and fusion can be carried out at the same
time in a sequential or progressive manner without waiting for
completing data acquisition. This cannot be achieved by data
fusion and BS.

Several contributions derived from PBSF are summarized
as follows.

1) In order to ensure that the results of fusing different
bands by PBSF are identical to the result using their joint
bands, theoretical derivations and mathematical proofs
are provided.

2) Two versions of PBSF, PBSF-MBS, and PBSF-UBS are
developed for PBSF.
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3) To implement the fusion of two-band subsets, three
versions are also derived: BSQ format processed
PBSF (PBSF-BSQ), RT-processed PBSF (PBSF-RT),
and zigzag-processed PBSF (PBSF-zigzag).

4) PBSF offers RT capability that provides progressive
spectral profiles of MBSs to be fused. In this case, each
band subset can be evaluated and analyzed based on
its corresponding spectral performance to determine its
significance.

5) PBSF enables users to deal with limited bandwidth of
data transmission, storage constraints, and data process-
ing effectiveness and efficiency for data communication
and transmission with band subsets selected at the dis-
posal of users for fusion.

II. MATHEMATICAL DERIVATIONS OF FUSING TWO-BAND

SUBSETS FOR ANOMALY DETECTION

Since PBSF is developed to fuse data of different bands
during data acquisition by a sensor, its fusion will take
place in the architecture of the processor to be specified by
applications. Due to nature of anomalies that generally appear
and vanish from time to time, detecting anomalies on a timely
basis is critical. This certainly cannot be accomplished by BS.
Accordingly, in this section, AD is selected to demonstrate its
application due to the fact that AD is one of the fundamental
tasks and has shown a great success in hyperspectral data
exploitation. AD is quite different from target detection in
several aspects. First, according to Chang [10], [21], AD is
a passive target detection, which does not need any type of
prior target knowledge, while target detection is an active
target detection, which requires the knowledge of known
targets to be detected. Second, compared to known targets,
anomalies are unknown and generally characterized by four
unique properties. One is that anomalies cannot be known
by prior knowledge or visual inspection. Another is that the
presence of anomalies is unexpected and has a low probability.
A third one is that anomalies usually occur at the subpixel
level with no spatial information. Finally and most importantly,
once anomalies are present, their population is relatively small,
and thus, anomalies cannot be characterized by Gaussian
distributions. Detailed discussions on anomalies can be found
in [21] and [22].

Despite that many approaches have been reported in the
literature for AD, they are mainly designed and developed
based on two classic ADs. One is RX-AD developed in [19]
and given by

δRX-AD(r) = (r − μ)T K−1
L×L(r − μ) (1)

where r ∈ �L×1 is a data sample currently being processed,
μ is the sample mean of the image, KL×L ∈ �L×L is the
global sample data covariance matrix given by KL×L =
(1/N)

�N
i=1 (ri − μ)(ri − μ)T , N is the total number of pix-

els, and L is the total number of bands. Since RX-AD in (1)
uses the covariance matrix KL×L , it is called the covariance
KL×L -based AD, referred to as K-AD. The RX-AD specified
by (1) was derived from the generalized likelihood ratio test
based on a binary composite hypothesis problem where the
probability distributions of hypotheses were assumed to be

Gaussian. As result, RX-AD turns out to be the Mahalanobis
distance. For detailed derivations, we refer to [21] and [22].

The other is correlation sample matrix R-based AD, R-AD,
but, recently, it has been shown to be a special case of the
constrained energy minimization AD (CEM-AD) in [22] given
by

δCEM-AD(r) = κrT R−1
L×Lr (2)

where r ∈ �L×1 is a data sample currently being processed
and RL×L ∈ �L×L is the global sample correlation matrix
given by RL×L = (1/N)

�N
i=1 ri rT

i . As a result, R-AD can
be obtained by (2) with κ = 1, also called correlation-AD.
Of particular interest is R-AD that can be easily implemented
as a recursive form to be used for BF [2]. Due to the fact that

KL×L = RL×L − μμT . (3)

K-AD can be actually realized by R-AD. Because of (3), only
R-AD is discussed in this article.

This section presents the BF of any arbitrary pair of two
disjoint band subsets, which is the key concept of implement-
ing PBSF. It should be noted that, if two-band subsets have
overlapped bands, we can simply remove the overlapped bands
from one band subset to make two-band subsets disjoint. Thus,
without loss of generality, we assume that two-band subsets
to be fused are disjoint thereafter.

Assume that there is another band set, Bt,n =
{bt1 , bt2 , . . . , btn }. Then, the data matrix using the two-band
sets, Bs,m = {bs1 , bs2 , . . . , bsm } and Bt,n = {bt1 , bt2 , . . . , btn },
can be represented by

XBs,mBt,n =
�

XBs,m

XBt,n

�
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

r1s1 r2s1 · · · r(N−1)s1 rNs1

...
...

...
...

...
r1sm r2sm · · · r(N−1)sm rNsm

r1t1 r2t1 · · · r(N−1)t1 rNt1
...

... · · · ...
...

r1tn r2tn · · · r(N−1)tn rNtn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4)

RBs,mBt,n = (m + n)−1XBs,mBt,n XT
Bs,mBt,n

= N−1

�
XBs,n XT

Bs,n
XBs,n XT

Bt,n

XBt,n XT
Bs,n

XBt,n XT
Bt,n

�
(5)

R−1
Bs,mBt,n

= N

�
XBs,n XT

Bs,n
XBs,n XT

Bt,n

XBt,n XT
Bs,n

XBt,n XT
Bt,n

�−1

. (6)

Then, the (Bs,m, Bt,n)-fused AD is given by

rT
Bs,mBt,n

R−1
Bs,mBt,n

rBs,mBt,n in terms of rT
Bs,m

R−1
Bs,m

rBs,m and

rT
Bt,n

R−1
Bt,n

rBt,n , where rBs,mBt,n = (rT
Bs,m

, rT
Bt,n

)T . Its recursive
equation is given by with detailed derivations provided in the
Appendix

δR-AD
Bs,mBt,n

= δR-AD
Bs,m

+ 1

N



rT

Bs,m
vBs,m Bt,n|Bs,m

− NrT
Bt,n

�
βBs,mBt,n|Bs,m

×


vT

Bs,m Bt,n|Bs,m
rBs,m − NrBt,n

�
(7)

where κ is a constant resulting from the signal-to-noise ratio
approach derived in [23], vBs,mBt,n |Bs,m = R−1

Bs,m
XBs,m XBt,n , and
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βBs,mBt,n |Bs,m = (xT
Bt,n

[P⊥
XT

Bs,m
]xBt,n)

−1 with detailed derivation

provided in the Appendix.
The novelties of this section are theoretical derivations, and

mathematical proofs of fusing MBSs for AD are completely
new and have never been derived.

III. PROGRESSIVE BAND SUBSET FUSION OF UNIFORM

BAND SELECTION

PBSF is different from SBF in the sense that it fuses
any arbitrary pair of two disjoint band subsets and then can
be further extended to fuse multiple disjoint band subsets
two at a time progressively. It utilizes the fusion technique
developed for two-band subsets in Section II to allow users
to fuse band subsets of interest, which are not necessarily
selected by BP or BS. In other words, the band subsets to
be fused by PBSF can be arbitrary, such as visible bands
fused with near-infrared bands, shortwave infrared bands,
or bands in specific wavelengths of interest and so on. Such
PBSF has great potential in the future hyperspectral data com-
munication and transmission operated from unmanned aerial
vehicles (UAVs) or satellite platforms where several receiving
stations can simultaneously acquire different disjoint bands,
and their, respectively, processed results can be further fused
by PBSF at the same time without waiting for all full bands
completely acquired. Such capability is particularly suitable
for RT monitoring in many applications, such as military
combat, environmental pollution, food safety and inspection,
and law enforcement.

A. Progressive Fusion of Multiple-Band Subsets

As it is designed by (7), PBSF can be also modified to be
applicable to fusing any progressive order of J band subsets,
{B j }J

j=1. The most significant advantage resulting from PBSF
is that PBSF can produce J -1 progressive anomaly maps,
{PAMap j }J

j=2 by repeatedly implementing PBSF (J -1) times
for AD, which can be further analyzed along with the J
anomaly maps {AMap j }J

j=1 produced by J individual band
subsets, and {B j }J

j=1 for comparative and relative performance
analysis.

However, when PBSF is implemented, the progressive order
of fusing MBSs must be specified as will be demonstrated by
experiments conducted in Sections V and VI.

B. Progressive Band Subset Fusion of Uniformly
Selected Bands

Another immediate application of PBSF is to fuse bands
produced by UBS. It corresponds to uniform sampling in sig-
nal processing. According to compressive sensing theory [24],
[25], UBS achieves the maximum possible band incoherence
and also achieves the maximum entropy from the information
theory perspective. Thus, UBS generally performs reasonably
well in BS. In analogy with the Nyquist rate, we can also
define a similar concept for UBS; the UBS rate is given as

RUBS =
�nBS

L

�
(8)

where nBS is the number of bands to be selected. Two options
can be used to determine ninital

UBS : floor by �(L/nBS)� and ceiling

by �(L/nBS)� with �(L/nBS)� ≤ ninital
UBS < �(L/nBS)�. For the

case of �(L/nBS)�, the last band subset may contain more
than nBS. For the case of �(L/nBS)�, the last band subset may
contain bands less than nBS. However, to implement UBS,
there are ninital

UBS possible different initial bands, denoted by

{Binitial
j }ninital

UBS
j=1 , each of which can be used to initialize UBS.

For the j th initial band, Binitial
j in {Binitial

j }ninital
UBS

j=1 to initialize
UBS, a j th band subset, denoted by Bsubset j can be gen-
erated. Accordingly, there are ninital

UBS different band subsets,

{Bsubset j}ninital
UBS

j=1 . Since each Bsubset j yields a different per-
formance, it is highly desirable to take advantage of PBSF
to exhaust these {Bsubset j}ninital

UBS
j=1 to run through all possible

initial conditions, {Binitial
j }ninital

UBS
j=1 by UBS. The resulting PBSF is

PBSF of bands uniformly selected by different initial bands
and referred to as PBSF-UBS.

For a given progressive order ranked by {Binitial
j }ninital

UBS
j=1 , there

are several ways to fuse {Bsubset j}ninital
UBS

j=1 .

1) {Bsubset j}ninital
UBS

j=1 is fused by {Binitial
j }ninital

UBS
j=1 in a forward

manner from j = 1 to ninital
UBS . This scenario turns out

to be exactly the same as the PBSF-RT to be presented
in Section IV-B.

2) {Bsubset j}ninital
UBS

j=1 is fused by {Binitial
j }ninital

UBS
j=1 in a backward

manner from j = ninital
UBS down to 1.

3) {Bsubset j}ninital
UBS

j=1 is fused by {Binitial
j }ninital

UBS
j=1 in an alter-

nating forward and backward manner from j =
1, ninital

UBS , 2, ninital
UBS − 1, . . . , �ninital

UBS /2�.

4) {Bsubset j}ninital
UBS

j=1 is fused by {Binitial
j }ninital

UBS
j=1 in a midway

manner from j = 1, �ninital
UBS/2�, 2, �ninital

UBS /2�+1, . . . until

whichever �ninital
UBS /2� − 1 or ninital

UBS reaches first.

5) {Bsubset j}ninital
UBS

j=1 is fused by {Binitial
j }ninital

UBS
j=1 in an arbitrary

order.

Since UBS does not need any prior knowledge or BS
criteria or BS search algorithms, it can be implemented
in RT. In addition, different initial bands used to initial-
ize UBS yield different results. This leads to an issue of
which initial band should be used by UBS to yield the best
performance. PBSF-UBS resolves this dilemma by fusing
them all. The other is that PBSF of UBS shares a similar
idea to the exhaustive uniform band sampling developed
in [26].

The developments of PBSF-MBS and PBSF-UBS in this
section are considered as novelties and have never been
explored in hyperspectral band processing.

IV. VARIOUS VERSIONS OF FUSING TWO-BAND

SUBSETS FOR PBSF

Since a band subset consists of more than one band, when
two-band subsets are fused, how to fuse individual bands in
both band subsets is an interesting issue arising in PBSF that
does not exist in SBF. This is because SBF always fuses
one single band with the previously fused band subset. Thus,
in what follows, we describe three different ways to perform
p band subsets.
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Fig. 1. Schematic of PBSF-BSQ.

A. PBSF-Band Sequential

One immediate approach is to extend SBF-BSQ in [4] to
PBSF-BSQ where two BF stage processes are involved. The
first BF stage process is carried out by fusing the bands in
each of p band subsets in parallel simultaneously by BSQ.
It is then followed by the second BF stage process, which
fuses p band subsets progressively discussed in Section III.

Using two-band subsets as an illustrative example, let
two-band subsets, �(A) = {b(A)

l }n1
l=1 and �(B) = {b(B)

l }n2
l=1,

with n1 ≤ n2 without loss of generality. The first BF stage
process is to apply BSQ directly to each of the two-band
subsets simultaneously as follows:
b(A)

1 → b(A)
12 =

�
b(A)

1

�
∪

�
b(A)

2

�
→ b(A)

123 =
�

b(A)
12

�
∪ b(A)

3

→ · · · → b(A)
1,...,n1

=
�

b(A)
1,...,(n1−1)

�
∪ b(A)

n1

and

b(B)
1 → b(B)

12 =
�

b(B)
1

�
∪

�
b(B)

2

�
→ b(B)

123 =
�

b(B)
12

�
∪ b(B)

3

→ · · · → b(B)
1,...,n1

=
�

b(B)
1,...,(n1−1)

�
∪ b(B)

n1

are fused in parallel.
After bands are run out in the band subset A, the fusion

will take place, and the remaining bands in the band subset B
by SBF

b(A∪B)
n1

=
�

b(B)
1,...,n1

�
∪ b(A)

1,...,n1
→ b(A∪B)

n1+1 = b(A∪B)
n1

∪
�

b(B)
n1+1

�
→ · · · → b(A∪B)

n2
=

�
b(B)

n2−1

�
∪ �

b(n2)
�

are then fused. Fig. 1 depicts a schematic of fusing two-band
subsets, �(A) = {b(A)

l }n1
l=1 and �(B) = {b(B)

l }n2
l=1, as described

above.

B. PBSF-Real Time

Unlike PBSF-BSQ that fuses p individual band subsets in
parallel simultaneously by BSQ, PBSF-RT is carried out by

a single process, which takes place in RT by fusing bands
starting from the first bands in each of p band subsets, then
the second bands in each of p band subsets, then the second
band, and so on. This process can be also illustrated by fusing
two-band subsets, �(A) = {b(A)

l }n1
l=1 and �(B) = {b(B)

l }n2
l=1, with

n1 ≤ n2 as follows:
b(A)

1 ∪ b(B)
1 = b(A∪B)

1

b(A)
2 ∪ b(B)

2 = b(A∪B)
2

→ b(A∪B)
1 ∪ b(A∪B)

2 = b(2) → b(A)
3 ∪ b(B)

3 = b(A∪B)
3

→ b(2) ∪ b(A∪B)
3 = b(3) → b(A)

4 ∪ b(B)
4 = b(A∪B)

4

b(3) ∪ b(A∪B)
4 = b(4) → · · · → b(n1)

→ b(B)
1,...,n1

=
�

b(B)
n1+1)

�
∪ b(n1)

n1
.

After b(B)
1,...,n1

is obtained, the fusion will then take place by
SBF and the remaining bands in the band subset B

b(B)
n1+1 → · · · → b(B)

n2
=

�
b(B)

n2−1

�
∪ b(n2).

Fig. 2 shows a schematic of the above process fusing
two-band subsets: �(A) = {b(A)

l }n1
l=1 and �(B) = {b(B)

l }n2
l=1.

Interestingly, PBSF of UBS presented in Section III-B can
be also implemented in PBSF-RT if we fuse {Bsubset j}ninital

UBS
j=1

according to the progressive order ranked by {Binitial
j }ninital

UBS
j=1 .

C. PBSF-Zigzag

Since PBSF-RT fuses band subsets as bands are being
transmitted and received band-by-band in RT at the p receiving
stations simultaneously according to the BSQ format, it does
not take care of interband correlation in each band subset.
To address this issue, a third approach is derived from an
idea similar to JPEG, which decomposes each image into
64 × 64 blocks with each block compressed by discrete
cosine transform (DCT) in a zigzag manner [27], [28]. It is
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Fig. 2. Schematic of PBSF-RT.

Fig. 3. Schematic of PBSF-zigzag1.

TABLE I

BAND SUBSETS SELECTED FOR VIS, NIR, AND SWIR SPECTRAL RANGES FOR HYDICE DATA IN FIG. 4

called PBSF-zigzag, which can be considered as a hybrid
of PBSF-BSQ and PBSF-RT and can be described in two
versions, PBSF-zigzag1 and PBSF-zigzag2, as follows with
the schematic of PBSF-zigzag1 fusing two-band subsets:
�(A) = {b(A)

l }n1
l=1 and �(B) = {b(B)

l }n2
l=1.

1) PBSF-zigzag1 processes b(A)
1 → b(A)

2 →
b(B)

1 → b(B)
2 → · · · → b(B)

n2
as follows:

After b(B)
n1

, the fusion will then take place by SBF in the
band subset B , as shown in Fig. 3 for illustration.

2) PBSF-zigzag2 processes b(A)
1 → b(B)

1 →
b(A)

2 → b(A)
3 → · · · → b(B)

n2
as follows:

After b(B)
n1

, the fusion will then take place by SBF in the
band subset B .

It should be pointed out that all the results presented in this
section are new and have never been reported in the past.

V. 3-D ROC CURVE-DERIVED DETECTION MEASURES

To measure detection performance, the 2-D ROC curve
has been commonly used as an evaluation tool. It is a plot
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Fig. 4. (a) HYDICE panel scene which contains 15 panels. (b) Ground-truth
map of spatial locations of 19 R panel pixels.

of detection probability PD versus false alarm probability
PF , and then, the area under this curve (AUC), denoted
by AUC(D,F), is calculated to assess the effectiveness of a
detector. Unfortunately, it has been shown in [29] and also
in [21]–[23] that using AUC(D,F) alone often resulted in
incorrect final conclusions. The major reason caused by such
misleading is simply because both PD and PF are calculated
by the same threshold τ used by a detector. Consequently,
when both PD and PF are very high, its calculated AUC(D,F) is
also very high. Conversely, when both PD and PF are very low,
its calculated AUC(D,F) is also very low. More specifically,
PD and PF are not independent parameters. Accordingly, PD

and PF cannot individually measure TD and BKG suppress-
ibility (BS), respectively. To resolve this dilemma, Chang [29]
developed an effective 3-D ROC analysis-based evaluation tool
to extend the traditional 2-D ROC analysis by including the
threshold τ as an additional parameter to represent a 3-D ROC
curve as a function of three parameters, PD , PF , and τ , as a
triplet parameter vector specified by (PD , PF , τ ). Using this
3-D ROC curve, three 2-D ROC curves of (PD , PF ), (PD, τ ),
and (PF , τ ) can be, therefore, generated with their respective
AUC values, denoted by AUC(D,F), AUC(D,τ ) , and AUC(F,τ ).
In this case, AUC(D,τ ) and AUC(F,τ ) can be used to evaluate
TD and BS, respectively. In addition to these three AUC
values, five new AUC measures developed in [29] to measure
joint TD, joint BS, TDBS, the signal-to-noise probability ratio
(SNPR), and overall detection probability (ODP) can be also
defined in the following.

1) AUC(D,F): Effectiveness of a detector.
2) AUC(D,τ): TD of a detector.
3) AUC(F,τ): BS of a detector.
4) AUCTD: Joint TD of a detector is defined by

0 ≤ AUCTD = AUC(D,F) + AUC(D,τ )) ≤ 2. (9)

5) AUCBS: Joint BS of the detector is defined by

−1 ≤ AUCBS = AUC(D,F) − AUC(F,τ )) ≤ 1. (10)

6) AUCTDBS: TDBS of a detector is defined by

−1 ≤ AUCTDBS = AUC(D,τ ) − AUC(F,τ )) ≤ 1. (11)

7) AUCSNPR: SNPR of a detector is defined by

0 ≤ AUCSNPR = AUC(D,τ )

AUC(F,τ )
. (12)

Fig. 5. R-AD detected anomaly abundance maps of different BF sets.
(a) R-AD detection results of using single-band subsets. (b) R-AD detection
results of fusing two-band subsets. (c) R-AD detection results of fusing three-
band subsets.

8) AUCODP: ODP of a detector is defined by

−1 ≤ AUCODP = AUC(D,F)

+ AUC(D,τ ) − AUC(F,τ ) ≤ 2. (13)
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TABLE II

VARIOUS AUC VALUES CALCULATED FROM THE THREE 2-D ROC CURVES OF DETECTION RESULTS IN FIG. 7 USING DIFFERENT BAND SUBSETS

VI. REAL IMAGE EXPERIMENTS OF MULTIPLE BANDS

FUSED BY PBSF

An airborne hyperspectral digital imagery collection exper-
iment (HYDICE) scene shown in Fig. 4 was used to demon-
strate the full utility of PBSF. The data were collected in
August 1995 from a flight altitude of 10 000 ft. There are
15 square panels in Fig. 4(a) with three different sizes,
3 m × 3 m, 2 m × 2 m, and 1 m × 1 m, respectively. Due
to the ground sampling distance of approximately 1.56 m, the
each of panels in the first column except the first row contains
two panel pixels highlighted by red, p211 and p221 in row 2,
p311 and p312 in row 3, p411 and p412 in row 4, and p511 and
p521 in row 5, as shown in Fig. 4. All the remaining 11 panels
in Fig. 1 contain one single panel pixel for each panel also
highlighted by red, p11, p12, and p13 in row 1, p22 and p23 in
row 2, p32 and p33 in row 3, p42 and p43 in row 4, and p52

and p53 in row 5. Therefore, there are a total of 19 red panel
pixels. Fig. 4(b) shows their precise spatial locations with the
pixels in yellow (Y pixels) indicating panel pixels mixed with
the BKG. This particular scene was used for subpixel target
detection of panel pixels in the third column and mixed target
detection of panel pixels highlighted by yellow in the first and
second columns. Detailed descriptions of this data scene and
discussions on experiments can be found [31, Secs. 9.3 and
9.4], [35], [36].

A. Multiple-Band Fusion by PBSF

The following experiments were particularly designed to
show how PBSF fuses MBSs subset-by-subset. It is partic-
ularly useful in satellite data transmission due to its limited
bandwidth. Assume that there are a number of satellite
data receiving stations, each of which can be designated
to receive a certain range of spectral wavelengths at the
same time. PBSF-MBS allows these stations to receive,
process, and fuse all their datasets simultaneously. In this
case, there is no need of determining how many bands
to be fused but rather determined by spectral ranges of
interest.

Generally speaking, a common spectral range used by
a hyperspectral imaging spectrometer covers from 400 to
2500 nm. In this case, we can divide this range into three
regions of interest: the visible range from 400 to 750 nm, the
NIR range from 750 to 1400 nm, and the short-wave infrared
(SWIR) range from 1400 to 2500 nm. Let these three-band

Fig. 6. Validation of fusion equation (7). (a) Fusion of two-band subsets.
(b) Fusion of three-band subsets.

subsets be denoted by BVIS, BNIR, and BSWIR with their bands
tabulated in Table I, which are assumed to be transmitted to
three different receiving stations.
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Fig. 7. 3-D ROC curves along with their generated three 2-D ROC curves of R-AD detected anomaly maps of BVIS, BNIR, BSWIR, BVIS ∪BNIR, BVIS ∪BSWIR,
and BNIR ∪ BSWIR.

TABLE III

BAND SUBSETS SELECTED FOR PBSF-UBS FOR HYDICE DATA IN FIG. 4

Fig. 8. R-AD detected anomaly maps of different BF subsets.

Three scenarios were performed by PBSF in terms of
different progressive orders of fusing these three-band sub-
sets. One is to first fuse BVIS with BNIR and then fol-
lowed by fusing the third band subset, BSWIR, denoted by
(BVIS ∪ BNIR)∪BSWIR. A second scenario is to fuse BVIS with
BSWIR and then followed by fusing with BNIR, denoted by
(BVIS ∪ BSWIR) ∪ BNIR. A third scenario is to first fuse BNIR

with BSWIR and then followed by fusing with BVIS, denoted
by (BNIR ∪ BSWIR) ∪ BVIS. Fig. 5(a)–(c) shows the anomaly
abundance detection maps of R-AD using these three scenarios

along with their anomaly binary maps that were obtained by
Otsu’s thresholding method [30].

By visual inspection of Fig. 5, using BSWIR performed
better than the other two single-band subsets and nearly the
same as PBSF of fusing two or three-band subsets with
no visible differences. Interestingly, PBSF fusing three-band
subsets did not provide advantages compared to PBSF fus-
ing two-band subsets. The results in Fig. 5 demonstrated
that panel signatures could be detected using only SWIR
bands. It also showed that, if SWIR bands were not used,
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Fig. 9. Binary maps of different BF subsets by Otsu’s method.

Fig. 10. 3-D ROC curves along with their generated three 2-D ROC curves of R-AD detected anomaly maps by fusing different subsets.

TABLE IV

VARIOUS AUC VALUES CALCULATED FROM THE THREE 2-D ROC CURVES OF DETECTION RESULTS IN FIG. 10 USING DIFFERENT BAND SUBSETS

fusing VIS and NIR bands could also do as well as SWIR
bands.

In order to validate the fusion equation (7) used for fusing
two-band subsets and three-band subsets, Fig. 6(a) and (b)
shows their respective fused anomaly abundance maps in
the first column, anomaly abundance detection maps of joint
band subsets without fusion in the second column, and their
differential anomaly maps for the second and third scenarios
in the third column where the values of differential results
were nearly zeros, which were not zeros because of numerical
errors.

In order to further conduct detailed quantitative analysis,
the 3-D ROC curve-derived detection measures presented in
Section V were used to evaluate the detection performance
in Fig. 5. Fig. 7 plots the 3-D ROC curves in log10 of
the anomaly abundance detection maps in Fig. 5 along with
their corresponding three 2-D ROC curves where R-AD using
single-band subset specified by SWIR produced the best AUC
value of (PD , PF ), denoted by AUC(D,F), while R-AD using
fused two-band subsets, BVIS ∪BSWIR, produced the best AUC
value of (PD, τ ), denoted by AUC(D,τ ) . Interestingly, R-AD
using single-band subset specified by NIR produced the least
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TABLE V

BAND SUBSETS FOR PBSF-BSQ FOR HYDICE DATA IN FIG. 4

Fig. 11. R-AD detection maps of each receiving station.

AUC value of (PF , τ ), denoted by AUC(F,τ ) which indicated
the best BS. These results showed that different band subsets
offered different advantages of evaluating detection perfor-
mance. In addition to AUC(D,F), AUC(D,τ ), and AUC(F,τ ),
Table II also tabulates the results of five detection measures
specified by (9)–(13) for detailed quantitative studies and
comparison where the best results were boldfaced and were
produced by BVIS ∪ BSWIR, which fused the two-band subsets,
BVIS and BSWIR. This table further demonstrated an important
fact that relying only on AUC(D,F), AUC(D,τ ) , and AUC(F,τ ) to
evaluate AD performance was not sufficient. This is because
BSWIR performed nearly the same as BVIS ∪ BSWIR by visual
inspection of Figs. 4 and 5.

B. PBSF of UBS
The next experiments are designed to validate PBSF-UBS.

In this case, we need to know the number of bands to be

selected. According to Chang [31], [33] and Chang and Du
[32], VD can be used to estimate the number of spectrally
distinct signatures. Assume that nVD is the value estimated
by VD. Thus, if each signature can be accommodated by
one particular spectral band, we only need only nVD bands
to differentiate nVD signatures. This also suggests that the
entire full band set can be decomposed into nVD band subsets
so that one band subset can be distinguished from another
and represents particular spectral information, which cannot
be offered by other band subsets. For the HYDICE scene in
Fig. 4, nVD was estimated to 9 by HFC [34]. Accordingly,
nVD = 9 was used to select nine-band subsets to be fused by
PBSF for experiments where each band subset is assumed
to be able to represent the dataset for AD. To maximize
its representation in the sense of maximum band incoher-
ence according to compressive sensing, UBS was used, and
each band subset was initialized by a different initial band,
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Fig. 12. Binary maps of Fig. 11 thresholded by Otsu’s method.

Fig. 13. R-AD detection maps of using PBSF-MBS.

as described in Section III-B. In this case, we can assume that
the 169 bands of HYDICE are divided into nine-band subsets
and transmitted to the corresponding nine receiving stations,
each of which will receive 18 or 19 bands simultaneously.
By virtue of PBSF-UBS, we can immediately see the detection
results produced by each band subset at the same time and then
observe their progressive profiles as more bands in the same
band subsets are fused. This unique advantage can be only
gained by PBSF but not SBF.

As noted in Section III-B, there are five different scenarios
that can be implemented by PBSF of UBS. For an illustrative
purpose, we only select scenario 3 for experiments, which
fuses the ninital

UBS MBSs, {Bsubset j}ninital
UBS

j=1 in an alternating for-
ward and backward manner. That is, it first fuses the first
UBS band subset (Bsubset1) with the last UBS band subset
(Bsubset(ninital

UBS )), then second UBS band subset (Bsubset2)

with the second last band subset (Bsubset(ninital
UBS − 1)), and

so on, until it reached its halfway,
�
ninital

UBS /2
�
, and then, the

fusion is completed.
When nBS = 9, �169/9� = 19, and the last one band subset

has only seven bands. In this case, there are 19 receiving
stations that are collected synchronously beginning with dif-
ferent initial bands. Except for the last 19th station receiving
seven bands, all other 18 receiving stations will receive nine
bands. Since �19/2� = 10, the fusion will be terminated
at the tenth band subset, Bsubset10. Table III tabulates
19 receiving stations, each of which receives nine bands
according to UBS except the last receiving station, which
receives only seven bands. Fig. 8 shows the anomaly abun-
dance detection maps of PBSF implemented by R-AD along
with their binary maps thresholded by Otsu’s method shown
in Fig. 9.
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Fig. 14. Binary maps of detection maps in Fig. 13 thresholded by Otsu’s method.

TABLE VI

DETECTED ABUNDANCE VALUES OF 19 R PANEL PIXELS OF DIFFERENT SUBSET FUSIONS

As shown in Figs. 8 and 9, fusing only three-band subsets
Bsubsets (1∪19)∪2 already produced very good AD results
where most anomalies were detected, and background was
sufficiently suppressed. The detection results were then stable
after a second fusion process of fusing a third band subset
by PBSF. Then, the fusion of subsequent band subsets did
not have much impact on the detection results afterward.
To further conduct quantitative analysis, Fig. 10 plots the
3-D ROC curves of the anomaly abundance detection maps
in Fig. 8 along with their corresponding three 2-D ROC
curves. Table IV tabulates the AUC values calculated from
the eight detection measures in Section V where the best
results are boldfaced. From Table IV, if we solely rely on
the AUC(D,F) values, the best result was 0.9899 produced by
fusing ((1∪19)∪ · · ·∪12)∪9. However, if we further compare
seven other detection measures, the best result was actually the
one after the first fusion process, i.e., 1∪19, which yielded the

best results across the board except for AUC(D,F), which was
0.9837 slightly worse than 0.9899. This indicated that PBSF
of UBS could be very effective by fusing only two UBS band
subsets, and using full bands was not necessary to produce
the best results. Similar conclusions can be also drawn for the
other four scenarios.

VII. INTERBAND SUBSETS IMPLEMENTED BY PBSF
In Section III-A, we only describe how PBSF fuses the

MBS band subset-by-band subset progressively. However, the
issue of how to fuse individual bands in different band subsets
is not addressed. In what follows, we describe three different
ways to fuse individual bands in two separate band subsets.

A. Progressive Band Fusion-BSQ

Since PBSF-BSQ performs the BSQ format, nine Bsubsets
to be fused must be consecutive, as tabulated in Table V,
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Fig. 15. Detected abundance values of 19 R panel pixels as the number of band subsets is increased. (a) Detection of R panel pixels in row 1. (b) Detection
of R panel pixels in row 2. (c) Detection of R panel pixels in row 3. (d) Detection of R panel pixels in row 4. (e) Detection of R panel pixels in row 5.

TABLE VII

BAND SUBSETS FOR PBSF-RT FOR HYDICE DATA IN FIG. 4

with Bsubset1: 1∪2∪ · · · ∪18, Bsubset 2: 19∪20∪ · · · ∪
37, . . . , Bsubset 9: 151∪152∪ · · ·∪169, in which case each
receiving station fuses one Bsubset simultaneously by BSQ in
parallel. Fig. 11 shows the R-AD detected anomaly abundance
maps of nine Bsubsets received and processed by each of
nine receiving stations individually and simultaneously along
with Fig. 12, which shows their corresponding binary maps
obtained by Otsu’s method. It should be noted that the number
of bands used by each receiving station was the same, but the
detection results in Figs. 11 and 12 show that different band
subsets yielded different detection capabilities. For example,
station7 detected most of the panel pixels in Fig. 11, which

confirmed the results in Figs. 4 and 5, where using BSWIR

produced good results. By contrast, station5 detected almost
nothing except two anomalous pixels at the upper left corner,
which were rocks in Fig. 11.

The results in Fig. 11 illustrated that using PBSF-BSQ was
not effective, and MBS fusion was needed. Fig. 13 shows their
progressively fused detection results obtained by PBSF-MBS,
which fused Bsubset1∪Bsubset2∪, . . . ,∪Bsubset9 with the
number of bands being fused, (nBF) specified under-
neath each figure. For example, fusing the first three-
band subsets, Bsubset1∪Bsubset2∪Bsubset3 with nBF =
56 showed a large change in detection results, and then, the
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Fig. 16. R-AD detection maps of using PBSF-RT.

Fig. 17. Binary maps of Fig. 16 thresholded by Otsu’s method.

detection performance was slightly improved until it reached
Bsubset1∪Bsubset2∪, . . . ,∪Bsubset6 with nBF = 112 where
the detection performance became stable afterward. When all
bands were fused with nBF = 169, the fusion result was
identical to that obtained by using all bands simultaneously
for detection. Fig. 14 also shows the binary maps obtained
from Fig. 13 by Otsu’s method, and Table VI tabulates the
detected abundance values of 19 R panel pixels in the fusion
process, which are plotted in Fig. 15, as the number of band
subsets is increased.

The results in Table VI and Fig. 13 show that the more the
band subsets were fused, the greater the detected values were
for all 19 R panel pixels. In the PBSF-BSQ, the bands to be
processed were distributed to different receiving stations where
each receiving station processed the data in parallel to produce
their own detection results, and then, their results were further

fused station by station. The disadvantage of PBSF-BSQ is
that the fusion process must follow the BSQ format band by
band consecutively.

B. Progressive Band Subset Fusion in Real Time
This experiment is designed to illustrate PBSF-RT which is

actually scenario 1 discussed in PBSF of UBS in Section III-B
where each receiving station receives bands in parallel, and
then, these received bands will form a band subset for RT-AD
every time a band is received. The 169 bands of HYDICE data
were distributed to nine receiving stations, which processed
band subsets in parallel, as tabulated in Table VII. For exam-
ple, each receiving station receives its first band in its own
designated band subset, and then, the first bands were fused
by SBF to produce detection results, denoted by Bsubset1.
After the first bands in all band subsets were processed
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Fig. 18. Detected abundance values of 19 R panel pixels using PBSF-BSQ and PBSF-RT. (a) Detection of R panel pixels in row 1. (b) Detection of R panel
pixels in row 2. (c) Detection of R panel pixels in row 3. (d) Detection of R panel pixels in row 4. (e) Detection of R panel pixels in row 5.

simultaneously, the second band received by all receiving
stations in their own band subsets were also in process and
fused by SBF with Bsubset1 to produce detection results,
denoted by Bsubset2. The same process was repeated until all
169 bands were fused. It is worth noting that three processes,
the transmission of bands, the detection of anomalies, and the
fusion of band subsets, were carried out simultaneously in
RT. Fig. 16 shows the abundance changes in R-AD detection
maps during the fusion process of PBSF-RT, which not only
detected anomalies on a timely basis but also suppressed
the background as well. To further see quantitative detection
results in Fig. 16, Otsu’s method was used to threshold the
detection maps in Fig. 16 to produce their respective binary
maps in Fig. 17.

As shown in Figs. 16 and 17, most anomalies were detected
at the initial stage of PBSF-RT. The anomaly abundance
detection maps of the fusion process were improved steadily as
more bands were fused. Fig. 18 shows the detected abundance
values of 19 R panel pixels using PBSF-BSQ and PBSF-RT
where the plots generated by PBSF-BSQ and PBSF-RT are
marked by dotted lines and solid lines, respectively.

Comparing PBSF-RT to PBSF-BSQ, the detected abun-
dance values of 19 R panels by PBSF-RT after initial fusion
were greater than PBSF-BSQ. Also, when the same number
of bands were fused, the detected abundance values of pan-
els by PBSF-RT were generally greater than that detected
by PBSF-BSQ. This indicated that PBSF-RT could detect
more anomalies by fusing fewer bands. The last but not
least, PBSF-RT can be implemented in RT detection, while
PBSF-BSQ could not but rather be implemented progressively.

TABLE VIII

DETECTION VALUES OF 19 R PANEL PIXELS

C. Progressive Band Fusion-Zigzag (PBSF-ZIGZAG)

This section performed experiments by fusing band sub-
sets in a zig-zag manner. Two PBSF-zigzag methods,
PBSF-zigzag1 and PBSF-zigzag2 introduced in Section IV-C,
were implemented to detect anomalies of HYDICE, respec-
tively. Fig. 19 shows the detected abundance values of 19 R
panel pixels using PBSF-BSQ and two PBSF-zigzag methods
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Fig. 19. Detection value fractions of 19 R panel pixels using PBSF-BSQ and PBSF-zigzag. (a1) detection of R panel pixels in row 1. (a2) Detection of
R panel pixels in row 2. (a3) Detection of R panel pixels in row 3. (a4) Detection of R panel pixels in row 4. (a5) Detection of R panel pixels in row 5,
PBSF-zigzag1. (b1) Detection of R panel pixels in row 1. (b2) Detection of R panel pixels in row 2. (b3) Detection of R panel pixels in row 3. (b4) Detection
of R panel pixels in row 4. (b5) Detection of R panel pixels in row 5, PBSF-zigzag2.

where the plots by PBSF-BSQ and PBSF-zigzag are marked
by dotted lines and solid lines, respectively.

Similar to PBSF-RT, PBSF-zigzag1 and PBSF-zigzag2,
denoted by PBSF-zigzag1/2, also produced greater abundance

values in their initial fusions. In addition, PBSF-zigzag1/2
detected more panel pixels fusing fewer bands than PBSF-RT.
To conduct quantitative analysis, the detected abundance val-
ues of all 19 R panel pixels were tabulated in Table VIII for
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Fig. 19. (Continued.) Detection value fractions of 19 R panel pixels using PBSF-BSQ and PBSF-zigzag. (a1) detection of R panel pixels in row 1.
(a2) Detection of R panel pixels in row 2. (a3) Detection of R panel pixels in row 3. (a4) Detection of R panel pixels in row 4. (a5) Detection of R panel
pixels in row 5, PBSF-zigzag1. (b1) Detection of R panel pixels in row 1. (b2) Detection of R panel pixels in row 2. (b3) Detection of R panel pixels in
row 3. (b4) Detection of R panel pixels in row 4. (b5) Detection of R panel pixels in row 5, PBSF-zigzag2.

Fig. 20. (a) AVIRIS scene. (b) Ground-truth map of spatial locations of ten
anomalous pixels.

PBSF-BSQ, PBSF-RT, and PBSF-zigzag1/2 where the best
results are boldfaced. As shown in Table VIII, PBSF-RT did
the best for all panel pixels in rows 1–4 except for the panel
pixels in row 5 for which PBSF-zigzag1/2 did the best.

VIII. AVIRIS IMAGE EXPERIMENTS FOR PBSF-MBS
AND PBSF-UBS

A second dataset was for experiments. It is an airborne
visible/infrared imaging spectrometer (AVIRIS) sensor col-
lected over the Bay Champagne area in April 2010 [37]. The
image has a size of 100 × 100 × 188 pixels with noisy bands
removed. The spatial resolution of the image is 4.4 m. The
ground truth of this dataset includes ten anomalous pixels. The
sample image and reference detection map for this dataset are
shown in Fig. 20(a) and (b), respectively.

Since similar conclusions drawn for HYDICE data in
Fig. 4 are also applicable to the AVIRIS dataset, only experi-
ments similar to that designed for PBSF-MBS and PBSF-UBS
for HYDICE data were also conducted for this dataset.

A. PBSF-MBS
In analogy with Section VI-A, we also divide this range into

three regions of interest: the visible range from 400 to 750 nm,
the NIR range from 750 to 1400 nm, and the SWIR range

from 1400 to 2500 nm. Let these three-band subsets be
denoted by BVIS, BNIR, and BSWIR with their bands tabu-
lated in Table IX, which are assumed to be transmitted to
three different receiving stations. Fig. 21 shows the detected
anomaly abundance maps by R-AD using single-band subset
BVIS, BNIR, and BSWIR, fusing three-band subsets, BVIS ∪BNIR,
BVIS ∪ BSWIR, and BNIR ∪ BSWIR, and also fusing three-
band subsets, (BVIS ∪ BNIR) ∪ BSWIR, (BVIS ∪ BSWIR) ∪ BNIR,
and (BNIR ∪ BSWIR) ∪ BVIS. Based on visual inspection, all
the detection results in Fig. 21 were very close where the
anomalies were detected and the background was also well
suppressed. In this case, Otsu’s method was used to threshold
the anomaly abundance maps in Fig. 21, and Fig. 22 shows
their corresponding binary AD maps where the best results
were obtained by BSWIR, BVIS ∪BSWIR, (BVIS ∪ BNIR)∪BSWIR,
(BVIS ∪ BSWIR) ∪ BNIR, and (BNIR ∪ BSWIR) ∪ BVIS.

To conduct detailed quantitative studies, Fig. 23 plots
3-D ROC curves along with their corresponding three 2-D
ROC curves. Table X tabulates AUC values calculated by
eight detection measures introduced in Section V where the
best results are boldfaced. Specifically, BNIR ∪ BSWIR and
(BVIS ∪ BNIR)∪BSWIR produced the highest value of AUC(D,F)

to evaluate the effectiveness of AD. On the other hand,
BVIS ∪ BNIR produced the highest value of AUC(D,τ ) to show
the best TD of anomalies as opposed to BSWIR that produced
the lowest value of AUC(F,τ ) to reflect the best BS for AD.
Nevertheless, overall speaking, the best result was produced
by BVIS ∪ BNIR, which has the best values among four out of
eight detection measures.

However, if we further examine the thresholded binary maps
in Fig. 22, BVIS ∪ BNIR was among the four worst results
but was one of the best results in abundance AD maps in
Fig. 21. This intriguing scenario demonstrated an important
fact that relying on single-thresholded binary maps, such as
Otsu’s method, is not reliable where Otsu’s threshold method
is a widely used technique in image thresholding [38] but not
necessary to be optimal [39]. This also explains why 3-D ROC
curve-derived detection measures are needed. For example,
a common practice to conduct a comparative performance
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Fig. 21. R-AD detected anomaly maps of different BF sets.

Fig. 22. Binary maps of different BF sets thresholded by Otsu’s method.

TABLE IX

BAND SUBSETS SELECTED FOR VIS, NIR, AND SWIR SPECTRAL RANGES FOR AVIRIS DATA IN FIG. 20

analysis is evaluated based on the value of PD with a fixed
value or based on the value of PF by fixing PD at a certain
value, such as experiments in [40, Tables II and III and
Figs. 10–15]. However, it was shown in [41] that such an
approach may, unfortunately, mislead conclusions. To resolve
this dilemma, the 3-D ROC analysis has been recently used
for the performance evaluation of AD [21]–[23], [41]–[44].

B. PBSF-UBS
To implement PBSF-UBS, we need to estimate VD for the

AVIRIS scene in Fig. 20, which is nVD = 13 by HFC [34].
Accordingly, nVD = 13 was used to determine 13-band subsets
to be fused by PBSF-UBS for experiments. In this case,
we can assume that the 188 bands of AVIRIS are divided
into 13-band subsets and transmitted to the corresponding

Authorized licensed use limited to: DALIAN MARITIME UNIVERSITY. Downloaded on December 12,2023 at 13:15:33 UTC from IEEE Xplore.  Restrictions apply. 



5532724 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 60, 2022

TABLE X

VARIOUS AUC VALUES CALCULATED FROM THE THREE 2-D ROC CURVES OF DETECTION RESULTS IN FIG. 23 USING DIFFERENT BAND SUBSETS

TABLE XI

BAND SUBSETS SELECTED FOR PBSF-UBS FOR AVIRIS DATA IN FIG. 20

TABLE XII

VARIOUS AUC VALUES CALCULATED FROM THE THREE 2-D ROC CURVES OF DETECTION RESULTS IN FIG. 26 USING DIFFERENT BAND SUBSETS

Fig. 23. 3-D ROC curves along with their generated three 2-D ROC curves of R-AD detected anomaly maps of BVIS, BNIR, BSWIR, BVIS∪BNIR, BVIS∪BSWIR,
BNIR ∪ BSWIR, and (BVIS ∪ BNIR) ∪ BSWIR.

13 receiving stations, each of which will receive 14 or
15 bands simultaneously. When nBS = 13, �188/13� = 15,
and the last one band subset has only six bands. In this case,

there are 15 receiving stations that are collected synchronously
beginning with different initial conditions. Except for the last
15th station receiving six bands, all other 14 receiving stations
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Fig. 24. R-AD detected anomaly maps of different BF subsets.

Fig. 25. Binary maps of different BF subsets by Otsu’s method.

Fig. 26. 3-D ROC curves along with their generated three 2-D ROC curves of R-AD detected anomaly maps in Fig. 24 by fusing different subsets.

will receive 13 bands. Since �15/2� = 8, the fusion will
be terminated at the eight-band subset, Bsubset8. Table XI
tabulates the bands in each of 13-band subsets according
to different bands used to initialize UBS except the last
receiving station that receives only six bands. Fig. 24 shows
the anomaly abundance detection maps of PBSF implemented
by R-AD along with their Otsu’s thresholded binary maps
shown in Fig. 25.

As shown in Figs. 24 and 25, fusing only two-band
subsets Bsubsets (1∪15) already provided very good AD
results where most anomalies were detected, and the back-
ground was sufficiently suppressed. Fusing subsequent band

subsets did not have much impact on their detection
results.

To further conduct quantitative analysis, Fig. 26 shows the
3-D ROC curves generated from Fig. 24 along with their three
corresponding 2-D ROC curves. Table XII tabulates various
AUC values where the best results are boldfaced. Apparently,
the best overall performance was produced by ((1∪15)∪2)∪14.
However, if we only look at AUC values of (D,F), all values
are either 0.9997 or 0.9998 with an error range within 10−4.
This shows why using AUC(D,F) alone could not work. As for
the best BS, it would be 1∪15, while ((1∪15)∪2)∪14 yielded
the best TD.
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TABLE XIII

COMPUTING TIMES REQUIRED BY PBSF-MBS AND NO-PBSF

TABLE XIV

COMPUTING TIMES REQUIRED BY PBSF-UBS AND
NO-PBSF FOR HYDICE DATA

TABLE XV

COMPUTING TIMES REQUIRED BY PBSF-UBS AND
NO-PBSF FOR AVIRIS DATA

IX. COMPUTATIONAL COMPLEXITY

This section presents a computing time analysis of R-AD
with/without PBSF-MBS and PBSF-UBS. All experiments

were run on a computer with Intel Core i7-6700 and
8-GB memory, the OS is Windows 10, and the platform is
MATLAB R2018a.

Table XIII shows a comparative analysis of the computing
time required by R-AD with PBSF and with no-PBSF for two
hyperspectral images where the computing time required by
R-AD using PBSF was less than that required by R-AD with
no-PBSF when R-AD processed the same band set, and its
computing time was not affected by the number of bands in
the band set. On the contrary, the computing time required by
R-AD with no-PBSF was susceptible to the number of bands
to be processed and increased as the number of bands in a
band subset was increased.

Tables XIV and XV also tabulate the computing times
required by R-AD with PBSF-UBS and with no-PBSF for the
HYDICE data and AVIRIS data, respectively.

As we can see from Tables XIV and XV, when the number
of band subsets was increased, the computing time required by
R-AD with no-PBSF was increased proportionally. However,
since PBSF realizes RT capability via fusion taking place in
R-AD, its computing time was not affected by the number of
band subsets and remained unchanged.

X. CONCLUSION

This article presents a new innovational concept of PBSF for
AD from a data communication and transmission perspective.
Two specific applications are developed for PBSF. One is
PBSF-MBS that fuses MBSs progressively in RT. The other
is PBSF-UBS that fuses bands uniformly selected by different
initial bands. A key concept of PBSF is its fusion actually
taking place in an AD but not AD maps. As a consequence,
PBSF can be implemented in RT progressively during data
acquisition. This is quite different from BS that is considered a
postprocessing technique with full data needed to be acquired
in advance. It is also different from data fusion that fuses
data and sensor fusion that fuses different types of sensors.
Several significant results of this article can be summarized as
follows.

1) PBSF can work exactly the same as SBF when it fuses
one single band with a band subset.

2) The progressive fusion of MBS is completely new and
has never been explored in the past.

3) Progressive fusion of band subsets by UBS using differ-
ent initial bands is also new.

4) The fusion equations derived from (4) to (7) are applica-
ble to any operator, which utilizes the sample covari-
ance/correlation matrix to take care of spectral correla-
tion. An immediate application is target detection, such
as CEM.

5) It has potential advantages for future developments of
hyperspectral data communication, specifically, satellite
or UAV data communication and transmission.

APPENDIX

(A1), as shown at the top of the next page, where
vBs,mBt,n |Bs,m = R−1

Bs,m
XBs,m XBt,n and βBs,mBt,n |Bs,m =

(xT
Bt,n

[P⊥
XT

Bs,m
]xBt,n)

−1.
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