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Abstract— This letter proposes an unsupervised band selec-
tion (BS) algorithm named residual driven BS (RDBS) to address
the lack of a priori information about anomalies, obtain a band
subset with high representation capability of anomalies, and
finally improve the anomaly detection (AD). First, an anomaly
and background modeling framework (ABMF) is developed via
density peak clustering (DPC) to pre-determine the prior knowl-
edge of the anomalies and background. Then, the DPC-based
constraints are applied to R-Anomaly Detector (RAD), and
three band prioritization (BP) criteria are derived to obtain
the representative band subset for anomalies. Experiments on
two datasets show the superiority of RDBS over other BS
algorithms and verify that the obtained band subsets are strongly
representative of anomalies.

Index Terms— Density peak clustering (DPC), hyperspectral
anomaly detection (AD), R-Anomaly Detector (RAD), residual-
driven band selection (RDBS).

I. INTRODUCTION

HYPERSPECTRAL anomaly detection (AD) which relies
on the difference of statistical distribution between the

target and background in the absence of any prior information,
has more practical application value and thus has attracted
extensive attention [1]. The classic model, Reed–Xiaoli Detec-
tor (RXD) [2] based on Mahalanobis distance, is to handle the
signal patterns with non-negligible and unknown intensities
in several optical bands, which has a strong theoretical basis
and can obtain stable performance. Subsequently, other detec-
tors are committed to improving RXD, including R-Anomaly
Detector (RAD) [3], kernel RX [4], and so on. These full-band
detectors achieve good detection. However, there are inevitably
a certain amount of interference bands with some undesirable
statistical and geometric properties in hyperspectral image
(HSI), such as noisy bands or meaningless bands, which
seriously affect the detection accuracy of full-band anomaly
detectors.

In fact, each ground object has its unique and signifi-
cant spectral features that differ from the background [5].
This is also true for anomalies. That is, finding the afore-
mentioned feature set specified by anomaly will help the
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anomaly detector. For this purpose, band selection (BS) is
effective. It not only maintains the physical significance of
the ground objects but also retains the abnormal spectral
information to the greatest extent [6]. Unfortunately, the lack
of anomaly spectral information poses more challenges for
BS of AD. Currently, most BS methods are developed for
classification or supervised target detection (e.g., [5]–[7]) and
are not relevant to AD. Even if BS for AD is available, it is
mostly designed based on the amount of image information.
For example, He et al. [8] proposed a recursive SAM-based
BS (RSAM-BBS) and developed an unsupervised anomaly
detector for demonstrating the utility of RSAM-BBS. Inspired
by RXD, Huber-Lerner et al. [9] implemented BS for whitened
images based on the bands’ Gaussianity level. Furthermore,
by fully exploiting the potential physical features that favor
AD to constrain the unsupervised network, Xie et al. [10]
established a selection criterion to adaptively select a band
subset containing the discriminative and informative features
between the anomaly and background. To retain the key
information of abnormal targets in the band, Chang et al. [11]
proposed a new subspace-selection-based discriminative forest
(SSDF) method. Finally, Andika et al. [12] proposed a BS
algorithm that uses entropy and histogram counts to select
effective band subset. These band subsets are difficult to char-
acterize specific anomalies and obtain high detection accuracy.

Therefore, in view of the great significance but limited
research on this area, this letter proposes a residual-driven
BS (RDBS) algorithm for AD to cope with the absence of
prior information and enhance the discrimination ability of
band subset for anomalies. First, an anomaly and background
modeling framework (ABMF) proposed in RDBS divides
images into anomaly set and background set through density
peak clustering (DPC) [13] and treats them as prior knowledge
to constraint band prioritization (BP) criteria. Then, inspired
by RAD, RDBS designs three RDBP criteria depending on the
above constraints, namely, minimum signal residual (MinSR),
maximum background residual (MaxBR), and minimum signal
to background residual ratio (MinSBR). The major contribu-
tions are emphasized as follows.

(1) DPC, which can effectively model the anomalies and
backgrounds, is adopted to solve the dilemma of difficulty
in designing a suitable BP criterion for AD due to the lack
of anomaly information, and it is finally used to guide the
BS of AD.

(2) Inspired by RAD, this letter proposes a new unsuper-
vised BS algorithm based on residual theory, RDBS, which
is a new attempt and breakthrough in the field of AD. The
results show that the proposed method can obviously reduce
band redundancy and seek the bands more significant to the
anomalies, thus improving the detection performance.
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II. ANOMALY DETECTOR

RXD is an effective and most widely used anomaly detector.
By replacing the sample covariance matrix K with the correla-
tion matrix R, an alternative detector for AD, RAD, is further
developed. Assuming that X = {xi}N

i=1 represents the HSI
composed of N sample vectors, where xi = (x1

i , . . . , x L
i )T

is the i th sample with L spectral bands, two types of anomaly
detectors, RXD and RAD, can be briefly described as follows.

A. Reed–Xiaoli Detector

RXD based on the generalized likelihood ratio test under
binary hypothesis is a constant false alarm rate (CFAR)
detection detector. Let the detected pixel be x, the RXD can
be denoted as

δRXD(x) = (x − μ)T K−1(x − μ) (1)

where μ and K are the sample mean and the covariance
matrix, respectively. Mathematically, RXD can be regarded
as the inverse process of principal component analysis (PCA).
PCA can find the main direction of information distribution
according to the eigenvectors corresponding to the largest
eigenvalues of K. However, anomalies with low probability
in the image will not be included in these main components,
because their corresponding energy is very small. So, the
smaller the eigenvalue, the larger the δRXD(x), which is the rea-
son why RXD can be effectively applied to hyperspectral AD.

B. R-Anomaly Detector

Replacing (x − μ) and K with the sample vector x and the
correlation matrix R, R = (1/N)XXT , RAD can be defined as

δRAD(x) = xT R−1x. (2)

Compared with RXD, which only deals with the second-
order statistics by K−1, RAD can both handle the first-order
and second-order statistics using R−1.

III. RESIDUAL-DRIVEN BAND SELECTION

This section establishes an unsupervised BS approach for
AD named RDBS. Two keys of RDBS are the ABMF to
provide priori knowledge and RDBP criteria to determine band
priority, which are described below.

A. Anomaly and Background Modeling Framework

It is difficult to formulate a suitable criterion to evaluate
the band priority without any prior information, which hinders
the development of BS for AD. The density-based clustering
methods can identify the outliers that do not belong to any
cluster and are very suitable for detecting anomalies [14].
Besides, compared with k-means which usually achieves better
clustering only on datasets with spherical distribution, such
density-based clustering method can be applied to datasets
with various complex shapes. DPC proposed in [13] can
classify the pixels in the image based on density properties
and has been successfully applied to HSI processing [15].
In detail, anomalies are usually isolated and can be viewed
as a low-density pixel by DPC, while backgrounds are widely
distributed in HSI with high density. Given a data X = {xi}N

i=1

to be clustered, the density ρi of any samples xi can be
obtained by DPC via (3)

ρi =
∑
j �=i

e
−

(
di j
dc

)2

(3)

where di j = ||xi − x j ||22 is denoted as the Euclidean distance
between samples xi and x j . dc represents the cut-off distance
to determine the radius of the search region. Due to the
definition of density, anomalies can be considered as low-
density pixels, while other pixels are considered as higher
density backgrounds. DPC can well separate the anomalies
from backgrounds so that the constraint vectors formulated by
the DPC-based anomaly set and background set can be viewed
as the priori information to develop AD-driven BS algorithms.
ABMF is implemented as follows.

Algorithm 1 ABMF
Input: Hyperspectral image X, the cut-off distance dc, and

the density threshold ρ̃.
Step 1: Obtain the density ρ of all the samples in X by (3).
Step 2: Divide all the pixels into the anomaly set D and

the background set B. That is, if ρi < ρ̃, xi is
regarded as anomaly and xi ∈ D. Otherwise,
suppose xi belongs to background and xi ∈ B.

Step 3: Generate the anomaly-based constraint vector c and
the background-based constraint vector c̃
according to D and B. If xi ∈ D, then ci = 1.
If not, ci = 0. On the contrary, If xi ∈ B, then
c̃i = 1. Otherwise, c̃i = 0.

Output: Constraint vectors c and c̃

B. Residual-Driven BP Criteria

This sub-section designs three BP criteria of RDBS, which
make full use of the prior information provided by ABMF and
can select more representative band subset for anomalies.

Due to the anomaly detector δRAD(x) which performs pixel
by pixel, if we consider the RAD detection on the whole, then
δRAD(x) can be rewritten as δRAD(X) given by

δRAD(X) = XT R−1X. (4)

Then, the ABMF developed in Section III-A is adopted
to generate the anomaly and background constraint vec-
tors. Generally speaking, the anomaly constraint vector
c = (1, 1, 0, 0, . . . , 1, . . . , 0)T is defined according to the
DPC clustering map where the corresponding n signal index
positions in DPC clustering map are defined as 1, and the
others are defined as 0. Therefore, X = [x1, x2, . . . ,xN ]
actually becomes X = [s1, s2, b1, b2, . . . , sn, . . . , bN−n] with
n target signal vectors s and (N −n) background signal vectors
b. Finally, with the constraint c, the total energy of X can be
expressed as

E(X) = cT
(
XT R−1X

)
c = (1/N)cT

[
XT

(
XXT

)−1
X

]
c. (5)

Let U = XT , the orthogonal subspace of U is P⊥
U =

I − UU# with U# = (UT U)−1UT . Then, (5) can be further
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Fig. 1. Implementation of RDBS.

expressed as

E(X) = (1/N)cT
[
U

(
UT U

)−1
UT

]
c = (1/N)cT

(
I − P⊥

U

)
c.

(6)

Due to P⊥
U = (P⊥

U)T (P⊥
U), (6) can also be written as

E(X) = (1/N)cT
(
I − P⊥

U

)
c = (1/N)

{
||c||2 − ∣∣∣∣P⊥

Uc
∣∣∣∣2

}
. (7)

Regarding c as a binary coded vector of anomalies and
backgrounds, P⊥

U c can be denoted as the projection of c to
the orthogonal subspace U⊥, that is, the residual vector of c
on U (i.e., XT ). So ||P⊥

Uc||2 can be defined as the residual
value of c after projection to U⊥. It should be noted that the
smaller the ||P⊥

Uc||2, the higher the similarity between c and U
(i.e., XT ), i.e., the stronger the representation ability of X to c.
So, the larger the E(X), the better the characterization ability
of X to c.

For arbitrary band Bl instead of X, a new BP criterion called
minimum signal residual (MinSR) can be defined as

MinSR(Bl) = min

{
(1/N)

∣∣∣
∣∣∣P⊥

BT
l
c
∣∣∣
∣∣∣2

}
. (8)

Similarly, if the values of 1 and 0 in c are exchanged,
the background constraint vector can be defined as c̃ =
(0, 0, 1, 1, . . . , 0, . . . , 1)T , and another BP criterion named the
maximum background residual (MaxBR) can be developed as

MaxBR(Bl) = max

{
(1/N)

∣∣∣
∣∣∣P⊥

BT
l
c̃
∣∣∣
∣∣∣2

}
. (9)

MaxBR mainly considers the similarity between Bl and the
background which accounts for the main proportion of HSI.
It considers that the larger the MaxBR(Bl), the weaker the
response of Bl to the background, that is, the band can better
express the abnormal information.

Finally, integrating MinSR and MaxBR, the third BP cri-
terion, namely, minimum signal to background residual ratio
(MinSBR), is proposed, which takes the information of anom-
alies and backgrounds into comprehensive consideration

MinSBR(Bl) = min

{∣∣∣
∣∣∣P⊥

BT
l
c
∣∣∣
∣∣∣2

/∣∣∣
∣∣∣P⊥

BT
l
c̃
∣∣∣
∣∣∣2

}
. (10)

Fig. 2. HYDICE dataset. (a) False-color image. (b) Reference map. (c) DPC
clustering map with dc = 6%.

Fig. 3. Urban dataset. (a) False-color image. (b) Reference map. (c) DPC
clustering map with dc = 4%.

If Bl has good representation for anomalies, it should have
strong response to the anomalies and weak expression to the
backgrounds. Finally, RDBS is illustrated in Fig. 1.

IV. EXPERIMENTS

In our experiments, two widely used HSIs are available to
verify the effectiveness of RDBS for hyperspectral AD. Also,
the experimental results are compared and analyzed in detail.

A. Datasets

1) Hyperspectral Digital Imagery Collection Experiment
(HYDICE) Scene: It was collected by the airborne HYDICE
sensor in 1995. Its size is of 64 × 64 with 169 spectral bands,
and the corresponding false-color image is shown in Fig. 2(a).
Also, there are 15 panels containing 19 pixels to be detected
as shown in Fig. 2(b). The panel pixels in each row are the
same materials.

2) Urban Scene: The second is an urban scene which
was also acquired by HYDICE sensor. After removing the
water absorption and noise bands, the image cube with
size of 80 × 100 × 162 is finally used in the experiment.
Fig. 3(a) and (b) shows the false color map and its reference
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Fig. 4. RAD detection maps with band subset selected by ten types of BS methods for the HYDICE dataset. It should be noted that nBS is 13 and 26 in
the first and second rows, respectively. (a) SQ. (b) UBS. (c) MVPCA. (d) E-FDPC. (e) ONR. (f) OCF. (g) FNGBS. (h) MinSR. (i) MaxBR. (j) MinSBR.

map, respectively. More specifically, there are 19 abnormal
pixels different from the background.

The experiment selects the anomaly detector RAD for AD
and compares ten different BS algorithms including sequential
BS (SQ), uniform BS (UBS), MVPCA [16], E-FDPC [17],
ONR [18], OCF [7], FNGBS [19], and three proposed BS
algorithms MinSR, MaxBR, and MinSBR. Specifically,
SQ selects the desired nBS bands sequentially. UBS selects the
band subset from the total bands at equal intervals. Besides, the
DPC clustering maps obtained by ABMF of two images are
shown in Figs. 2(c) and 3(c). Here, arrange the distance values
between all the pixels in ascending order. By experimental
analysis, we take the value at 6% and 4% of the sequence
as dc for these two datasets. Since the anomaly is usually
isolated with very low content, so the density threshold ρ̃ is
assumed as 1.

For the HYDICE and Urban datasets, nBS estimated by
virtual dimensionality (VD) [20] with false alarm rate of 10−5

is 13 and 11, respectively. However, it turns out that the
VD-determined nBS is generally under-estimated, and thus nVD
and n2VD are selected as nBS. Besides, the RAD detection
map and the 3-D receiver operating characteristic (3D ROC)
curve [21] are used to evaluate the performance of BS. The
3D ROC curve is a function of a threshold parameter τ , detec-
tion probability (PD), and false alarm probability (PF). It can
be divided into three 2-D ROC curves of (PD, PF), (PD, τ ),
and (PF, τ ) and further obtain the corresponding area under the
curve (AUC) to measure the overall detection performance, tar-
get detection capability, and background suppression ability of
the detector. The higher the AUC(PD,PF) and AUC(PD, τ ), the
better the detection performance. The smaller the AUC(PF, τ ),
the better the background suppression.

B. Results and Analysis
First, for the HYDICE dataset, Fig. 4 shows the detection

maps on the band subset composed of nVD and n2VD bands
selected by ten different BS algorithms. Notably, the results of
FNGBS are the best results for five runs at nBS = 13. As shown
in the first row of Fig. 4, RAD hardly detects any anomaly
on the band subset selected by SQ. The detection result on
the band subset selected by MVPCA is also unsatisfactory,
with only the anomalies in the fourth and fifth rows showing
strong responses. In contrast, the detection results on the band
subsets selected by the rest are much better. Not only are
the anomalies detected prominently but also the background
is also well-suppressed. However, the UBS and ONR still
have a stronger response to the background. Finally, when
nBS increases to n2VD, the detection results on different band
subsets are improved to some extent.

TABLE I

AUC VALUES FOR THE HYDICE DATASET

TABLE II

AUC VALUES FOR THE URBAN DATASET

Tables I and II record the AUC values of the detection
results of seven comparison algorithms and the proposed
algorithms on the two datasets, respectively. Of course, the
detection on full-band set is attached to the last row of the
table. Since FNGBS differs each time, the average of the five
runs is recorded. In all the methods, the AUC(PD,PF) value
will be bold if it is higher than the AUC(PD,PF) value of the
full-band set, while the highest AUC(PD,PF) will be marked in
red. For the HYDICE dataset, when nBS = 13, SQ and MinSR
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Fig. 5. AUC values of the progressive band subset for HYDICE dataset.

are the worst and the best. AUC(PD, PF) of MinSBR, E-FDPC,
UBS, FNGBS, OCF, and MaxBR is slightly lower than that
of MinSR. Their results are comparable to the full-band set.
Moreover, ONR ranks third from the bottom. The AUC of
MVPCA is only higher than that of SQ. Similarly, when
nBS = 26, MaxBR, E-FDPC, OCF, and MinSBR all obtain
more accurate results. MinSR performs slightly worse than
the full-band set, but still leads the rest of the BS algorithms,
which further proves the superiority of RDBS. The above
indicates that the amount of information contained in the
band subset with n2VD bands can more adequately express
and identify the anomalies.

Likewise, for the Urban dataset, it can be observed that
MaxBR obtains the highest AUC(PD,PF) at both 11 bands
and 22 bands. MinSR and MinSBR have a moderate perfor-
mance, but the band subsets they selected are still helpful for
AD compared with the full-band set. The latest algorithms
also obtained higher AUC values, but worse than MaxBR.
Moreover, MVPCA performs the worst. In conclusion, MaxBR
based on a background prior with a large amount of guidance
information obtains a more stable and superior performance.

Finally, to demonstrate the high stability of the proposed
algorithms, Fig. 5 shows the AUC(PD,PF) curves with increas-
ing nBS of HYDICE. To observe more clearly, two sets of
curves are shown for nBS from 1 to 40 and 41 to 80. Obviously,
SQ and MVPCA perform the worse, especially poor and
unstable with low nBS. Besides, the AUC values of UBS,
FNGBS, and MaxBR are similar in different nBS. However,
the curve of MaxBR is flatter and more stable than the wobbly
curve of UBS and FNGBS. Although E-FDPC, ONR, and OCF
also obtain fairly high values, it is still MaxBR occupies the
highest value under most nBS. Finally, although MinSR and
MinSBR are usually under-performing when nBS is small, with
the increase of nBS to 20, their results are generally consistent
with MaxBR, and better than the full-band detection results.

The above illustrates the necessity of appropriate BP criteria
and the advantages of background-based guidance for AD.
The proposed methods are effective, which fully consider
the band’s ability of anomaly representation and background
suppression, thereby can obtain a more stable AD detection
result.

V. CONCLUSION

This letter proposes an unsupervised BS algorithm, RDBS,
for AD, which somewhat alleviates the dilemma of slow
development of BS for AD due to the lack of a priori
information. The experiments show that the proposed BPs
not only effectively reduce the band redundancy but also
obtain band subsets with strong characterization of anomalies.
In particular, MaxBR, built on the basis of background statis-
tical information, achieves excellent detection results and the
highest stability.
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